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Summary

Embedding formulae for diffraction theory encode the diffraction coefficients for some
given wave incidence on a scatterer in terms of the directivity from a single, or reduced
number of, scattering problems. If one deduces the relation between these directivities
then the resulting formulae enable rapid computations and allow one to concentrate
computational resources accordingly. Unfortunately, the range of applicability of
embedding formulae is currently rather restricted. In this article we demonstrate
how embedding is applied to plane wave scattering by non-parallel strips or slits.
Primarily we concentrate upon the problem of a line crack, or strip, inclined to a flat
infinite surface and we derive and implement the embedding formula. Various other
generalisations are possible given these formulae and we outline them.

1. Introduction

The diffraction of waves by a sharp corner or edge is a ubiquitous feature that arises in
many guises for scattering problems in water waves (1), acoustics (2), electromagnetism
(3) and elasticity (4) and wherever waves interact with real structures or obstacles.

The most important quantity required in any scattering calculation is the behaviour of
the field far from the scatterer and this is, in an infinite medium, characterised by the so-
called directivity which is a function of both incident and observation angles. In elasticity,
directivities are associated with shear and compressional waves, and possibly surface or
interfacial waves too. Given the importance of wave scattering and its many applications
there has been considerable effort and progress made with solving the underlying equations
numerically, asymptotically and exactly. If one has to proceed numerically then it can be
time consuming to do a parametric study for, say, all incoming angles of incidence and any
method that reduces this burden is welcome.

Fortunately there does exist a technique, little-used, that could revolutionise many
scattering calculations: embedding formulae. Embedding formulae employ the philosophy
that instead of actually solving the physical problem of interest and extracting the directivity
directly one should instead only solve a small number of auxiliary problems. The directivity
of the physical problem is then constructed from the directivities of these few auxiliary
equations. The few auxiliary equations take comparatively little time to evaluate and so
this is much more efficient. At first sight this seems too good to be true - and indeed there
are some difficulties, primarily: what auxiliary problems do we choose? How exactly are
they related to the physical problem?
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Historically it appears that embedding formulae were introduced by Williams (5) for a
two-dimensional problem in acoustics. This elegant analysis shows that for a finite straight
rigid strip, or gap between rigid screens, the directivity for all incident angles can be obtained
from that found for a plane wave incident at the grazing angle. This rather remarkable
result triggered a couple of contemporaneous articles (6, 7) that used integral equation
formulations to extend these ideas to impedance conditions or to elasticity. Several authors
(1, 8, 9, 10, 11) then solved useful and interesting examples from water wave and acoustic
theory using formulations and manipulations based upon integral equation theory. All of
these articles, bar (9), require all of the scatterers to be thin parallel strips and the integral
equations to have difference kernels. The article by Biggs and Porter (9) relaxes this and
shows that for a particular sum and difference kernel progress can be similarly made. There
are also interesting connections to the theory of integral equations themselves, (12), and
as such embedding has wider application. As a result, one might then wonder whether
embedding is limited to problems which must be formulated as an integral equation, or as
a system of integral equations, and whether it is solely limited to parallel scatterers, any of
which would seem to limit its wider applicability.

More recently, in (13) (hereafter [I]), it was shown that embedding formulae emerge
naturally, and directly, from the governing equations independent of the solution procedure.
Hence embedding formulae are not dependent upon there being an integral equation
formulation. In [I], for scattering by parallel cracks and strips, it was shown that one
could also extend the formulae in a number of different directions: to elasticity, to three
dimensions (see also (14, 15)) and by utilizing asymptotic methods. The fundamental
building block for the auxiliary solutions turns out to be an edge Green’s function with, in
2D (3D), a line (point) source placed on the sharp edges. The terminology edge Green’s
function now seems to us more appropriate, or at least more recognisable, than the use of
overly singular eigensolutions in [I], and so we now use the former. For straight and parallel
cracks or strips the number of auxiliary solutions is equal, in the absence of any symmetries,
to the number of edges in 2D. Nonetheless in [I] the theory is still for parallel scatterers,
but that restriction has now been overcome. In (16) (hereafter [II]) embedding formulae for
wedge and angular geometries (of rational angle) are derived using auxiliary solutions that
are driven by multipoles. This allows scattering by angular shapes, such as an equilateral
triangle, to become subsumed within the embedding technology. It is arguable that having
auxiliary solutions that are highly singular at the edges is not computationally ideal, as
numerical schemes are usually constructed explicitly to avoid singularities at edges, and
(17) shows how this approach relates to auxiliary solutions composed of incoming plane
waves. The typical scattering geometries covered in [I] and [II] are shown in figure 1(a, b).

We now surmount a further hurdle, that of problems that involve a straight strip (or
strips) not parallel to a straight infinitely long surface (see figure 1c) or to each other. This
is a confluence of two issues, the strip has an edge and the bounding surface is not parallel
to it; we shall assume that it makes a rational angle with the strip. It turns out that this
too can be subsumed within the current embedding technology by generalising ideas from
[I] together with [II]; it is interesting to note that from an integral equation point of view,
from which one could approach this problem, one has a sum and difference kernel. We
shall however take the physical route of [I] and utilize auxiliary problems based upon edge
Green’s functions and demonstrate how embedding formulae emerge. Exact and numerical
solutions are given to demonstrate their utility.
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(b)(a) (c)

Fig. 1 The generic types of geometry considered in [I] (a), in [II] (b) and here (c).

An outline of the article is as follows: The ideas are somewhat involved so we begin in
section 2 by recapping the ideas of (13, 16) using scattering by a semi-infinite plate as a
vehicle. In [I] this example was treated using a first-order operator, here we demonstrate
that the scheme can also be developed using other higher-order operators (these are more
singular than the original) to deduce many equivalent embedding formulae. The semi-
infinite example is, in some ways harder than finite strips as it has a penumbral field
and thus some of the technical steps, i.e. the application of an operator to this field are
hard to formally justify. The explicit demonstration that the embedding formulae are
true by construction is therefore in itself valuable. Indeed, at present, it is vital that the
semi-infinite case be explicitly solved to ensure that the penumbral field actually plays
no role, it is certainly unclear a-priori that applying an operator to that penumbral field
and then manipulating the result does not contrive to create additional terms. Once the
semi-infinite case has been proved correct one can, if we have, say, a half-plane and several
finite strips, decompose the solution into a sum of half-plane and “compact” (purely finite)
pieces, and prove the embedding formulae separately for the compact piece. Since there are
no penumbral waves in the far field for this then it can be rigorously shown that the steps
we use are formally correct.

We then use these ideas, and formulae, to tackle strips inclined to surfaces in section 3
and show how this relates to the linear superposition approach used in (17) in section 4.
Clearly the whole idea is useless if it cannot be efficiently implemented numerically, we do
so in section 5. The basic idea and operator actually allow an even wider class of problems
to be tackled and we illustrate one (two perpendicular strips) example in detail in section 6,
showing that coupled operators can be developed and used. Some concluding remarks are
presented in section 7.

2. Embedding formulae for the Sommerfeld problem

The basic ideas of embedding are illustrated using a problem ubiquitous in diffraction theory,
that of scattering by a semi-infinite half plane in 2D commonly called the Sommerfeld
problem; the treatment of this using Wiener-Hopf theory is a standard example (1, 18)
and the directivities form an integral part of the geometric theory of diffraction (19).
Moreover, once illustrated on this relatively straightforward example the details of finite
length, multiple scatterers and an inclined surface can all be readily incorporated.
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2.1 Formulation

The Helmholtz equation
∇2u+ k2u = 0, (2.1)

is satisfied in the 2-dimensional infinite domain, described by Cartesian coordinates (x, y),
or cylindrical polar coordinates (r, θ). A semi-infinite planar crack occupies y = 0, x > 0,
on which the Neumann boundary condition, ∂u/∂y = 0, is required to hold.

The total field, u is the sum of an incident plane wave uin,

uin = exp
[

−ik(x cos θin + y sin θin)
]

= exp
[

−ikr cos(θ − θin)
]

, (2.2)

and a scattered field usc, which must satisfy a radiation condition as r → ∞. Additionally,
Meixner’s edge condition that no energy is created at the edge of the crack must also be
satisfied for physically meaningful solutions, together with the boundary condition on the
crack surface. Hence as r → 0 the asymptotic behaviour of the total field must be of the
form

u ∼ K1(θ
in)r

1
2 cos

(

θ

2

)

, (2.3)

This expression can be made more general, if required, via an eigenfunction expansion as
briefly described in [II]

u ∼
∑

j odd

Kj(θ
in)Sj , (2.4)

with

Sj = BjJj/2(kr) cos

(

jθ

2

)

, Bj = Γ

(

j + 2

2

) (

2

k

)j/2

, j = 1, 3, 5, . . . (2.5)

where Jj/2 is the Bessel function of the first kind of order j/2 and Γ is the gamma function.
This ensures that the asymptotic behaviour of Sj is

Sj ∼ rj/2
(

1 +O(r2)
)

cos

(

jθ

2

)

as r → 0. (2.6)

It is also convenient here to introduce some solutions of the Helmholtz equation (2.1) in
the region r > 0, that satisfy the Neumann boundary condition on the crack surface, but
whose behaviour near the crack tip is too singular to satisfy the Meixner condition (2.3)
there:

ûj = AjHj/2(kr) cos

(

jθ

2

)

, Aj =
iπ

Γ(j/2)

(

k

2

)j/2

, j = 1, 3, 5, . . . (2.7)

where Hj/2 is the Hankel function of order j/2. Thus, the asymptotic behaviour of these
edge Green’s functions is

ûj ∼ r−j/2
(

1 +O(r2)
)

cos

(

jθ

2

)

as r → 0. (2.8)

These correspond physically to multipoles placed at the tip of the crack and as such these
solutions are edge Green’s functions (overly singular eigensolutions).

In the far-field, the scattered field comprises partial plane waves, as a result of geometrical



embedding formulae 5

scattering effects due to the semi-infinite length of the scatterer, which are omitted from
the following analysis for clarity of exposition, together with the modulated cylindrically
spreading wave, which is of interest here. This has the form

usc ∼ D(θ, θin)
ei(kr−π/4)

(2πkr)
1
2

, as r → ∞, (2.9)

and is characterised by the coefficient D(θ, θin) which is the directivity of the field and is
a function of both the angle of observation θ and of the angle of incidence θin. Similarly a
directivity is deduced for the edge Green’s functions, using

ûj ∼ D̂j(θ)
ei(kr−π/4)

(2πkr)
1
2

, as r → ∞, (2.10)

and D̂j(θ) is only a function of the observation angle. The aim is to be able to write

D(θ, θin) completely in terms of D̂j(θ) and D̂j(θ
in). For this problem, the directivities of

the edge Green’s functions are obtained directly from the large argument asymptotics of
equation (2.7) as

D̂j(θ) =
2iπ

Γ(j/2)

(

−ik

2

)

j

2

cos

(

jθ

2

)

. (2.11)

The solution method proceeds by applying Green’s theorem for a source-free region to
the pairs of functions usc and ûj :

∫

C

(

ûj
∂

∂n
usc − usc ∂

∂n
ûj

)

ds = 0, (2.12)

where n is the outward normal to the contour. The contour C is the keyhole contour passing
along the straight crack, enclosing the tip in a small circle and completed by a large circle
that can be taken out to infinity (cf figure 2 without the inclined boundary).

The asymptotic expansions (2.4)–(2.8) allow the integral around the small circle to be
evaluated as

lim
r→0

∫ 2π

0

(

ûj
∂

∂r
usc − usc ∂

∂r
ûj

)

rdθ = πjKj(θin), (2.13)

whilst the far-field asymptotic expansions (2.9)–(2.11) show that the integral around the
large circle is zero. Hence, from Green’s theorem

πjKj(θ
in) =

∫

L

(

ûj
∂

∂n
usc − usc ∂

∂n
ûj

)

ds = −

∫

L

(

ûj
∂

∂n
uin − uin ∂

∂n
ûj

)

ds, (2.14)

where L is the straight portion of the contour along the crack surfaces, upon which ∂(usc +
uin)/∂n = 0 and ∂ûj/∂n = 0. A similar application of Green’s theorem to the pairs of
functions uin and ûj results in the second integral of equation (2.14), together with an
integral around the small circle, which is zero as r → 0, and an integral around the large
circle which can be evaluated using the far-field asymptotic expansion (2.10). Thus

−2iD̂j(θ
in) = −

∫

L

(

ûj
∂

∂n
uin − uin ∂

∂n
ûj

)

ds = πjKj(θ
in). (2.15)
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This is a useful result from embedding whereby the near field of the physical problem is
related to the far field of the edge Green’s functions and is a restatement of the reciprocity
principle.

2.2 First order operator embedding formula

An embedding formula was obtained in [I] by constructing a differential operator

H1 =
∂

∂x
+ ik cos θin, (2.16)

and defining a new function ū1 as
ū1 = H1u. (2.17)

As noted in [I] the operator H1 has the following properties:

1. It maps any solution of the Helmholtz equation into another solution of the Helmholtz
equation.

2. It maintains the Neumann boundary condition on the crack faces (and Dirichlet and
impedance conditions if required).

3. H1u
in = 0.

Equations (2.4)–(2.6) for u and (2.8) for ûj show that the asymptotic behaviour of ū1

near the tip is

ū1 = H1u ∼
K1(θ

in)

2r
1
2

cos

(

θ

2

)

+O(r
1
2 ) ∼

K1(θ
in)

2
û1 +O(r

1
2 ), (2.18)

and since H1u
in = 0, H1u

sc = ū1 too. Thus, near the tip

H1u
sc −

K1(θ
in)

2
û1 = O(r

1
2 ) as r → 0 (2.19)

and so the left hand side of this equation satisfies the Meixner condition there. It also
satisfies the Helmholtz equation, the radiation condition and the Neumann boundary
condition on the crack. Thus, uniqueness applies and the left hand side of (2.19) must
be identically zero. Hence one arrives at the weak form of embedding,

H1u
sc ≡

K1(θ
in)

2
û1, (2.20)

and in particular this is true in the far-field, where the asymptotic expansions for usc and
û1 are given by (2.9) and (2.10), respectively. Hence

ik(cos θ + cos θin)D(θ, θin) =
K1(θ

in)

2
D̂1(θ), (2.21)

which, together with equation (2.6) results in the embedding formula

D(θ, θin) = −
D̂1(θ

in)D̂1(θ)

πk(cos θ + cos θin)
. (2.22)

Of course, this is for a well-known example, but the basic idea and philosophy then carry
across to more complicated geometries.
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2.3 Higher order operator embedding formulae

The embedding formula (2.22) is just one of a family of such formulae. The choice of
operator requires some thought and the operators of interest here are those introduced
in [II] based on Tp, the Tchebychev polynomial,

Hp = (−ik)p

{

Tp

(

i

k

∂

∂x

)

− Tp

(

cos θin
)

}

. (2.23)

This p’th order differential operator, Hp, also satisfies the three required properties listed
in section 2.2.2. As shown in [II] this operator has an important additional property that
will be of use later:

4. It maintains homogeneous (Neumann/Dirichlet) boundary conditions on faces inclined
at angles qπ/p to the x-axis, for integer values of p and q.

For these higher order operators the calculation is more complicated than for the first
order operators, for which the leading order terms of the asymptotic expansions (2.6)
sufficed. Applying the operator Hp to u near the crack tip now results in

ūp = Hpu ∼ (−ik)pTp

(

i

k

∂

∂x

)

∑

j odd

Kj(θ
in)Sj +O(r

1
2 )

∼
kp

2

2p−1
∑

j = 1
j odd

Kj(θ
in)Bj û2p−j

Bj−2p
+O(r

1
2 ),

(2.24)

after making use of the identity

Tp

(

i

k

∂

∂x

)

Jν(kr) cos νθ =
(−i)p

2
Jν+p(kr) cos(ν + p)θ +

ip

2
Jν−p(kr) cos(ν − p)θ, (2.25)

noting that J−j/2(kr) = −i(−1)jHj/2(kr)+O(rj/2) for positive odd integers j, and explicitly
retaining only the overly singular terms. Again noting that Hpu

in = 0 so Hpu
sc = ūp, and

invoking the uniqueness argument, as in the previous subsection, shows that

Hpu
sc ≡

kp

2

2p−1
∑

j = 1
j odd

Kj(θ
in)Bj û2p−j

Bj−2p
(2.26)

everywhere. The embedding formulae are extracted from this expression by applying the
far-field asymptotics using the directivities, and (2.15) as

Dp(θ, θ
in) =

−ip+1

2p−1
∑

j = 1
j odd

D̂j(θ
in)BjD̂2p−j(θ)

jBj−2p

π(Tp(− cos θ) − Tp(cos θin))
(2.27)
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=

−i
(

i
k

)p
2p−1
∑

j = 1
j odd

D̂j(θ
in)D̂2p−j(θ)(j − 2)(j − 4) . . . (j − 2(p− 1))

π(Tp(− cos θ) − Tp(cos θin))
.

(2.28)

The p subscript appended toD denotes that it was determined using the p’th order operator.
Thus the full directivity is reconstructed from only the knowledge of directivities of the edge
Green’s functions.

These embedding formulae are more complicated than those obtained using the first
order differential operator. In order to check that they do indeed give the same result,
numerical values of the directivity Dp(θ, θ

in) were calculated for p = 1, 2, 3 and 7 and
various values of θin. The results for different values of p were indistinguishable and they
exhibit the expected singularities at θ = π ± θin, the angles that form the boundaries of
the geometrically reflected partial plane waves and correspond mathematically to a pole
coinciding with a stationary phase point when evaluating the far-field, meaning that the
cylindrically spreading approximation is invalid there.

That the directivity is the same for all orders, p, of the operator, is proved using induction.
Assume first that for some integer value of p it is true that

Dp−1(θ, θ
in) = Dp−2(θ, θ

in) = . . . = D2(θ, θ
in) = D1(θ, θ

in). (2.29)

It can be demonstrated that this is true for p = 3, using the operator

H2 =
∂2

∂x2
+ k2 cos2 θin (2.30)

and working through the details explicitly, so induction can begin. Then the recurrence
relation for Tchebychev polynomials (20)

Tp(x) = 2xTp−1(x) − Tp−2(x) (2.31)

is applied to the expression for ūp near the crack tip:

ūp = (−ik)p
∑

j odd

Kj(θ
in)

{

Tp

(

i

k

∂

∂x

)

− Tp

(

cos θin
)

}

Sj

= (−ik)p







2i

k

∂

∂x

∑

j odd

Kj(θ
in)Tp−1

(

i

k

∂

∂x

)

Sj −
∑

j odd

Kj(θ
in)Tp−2

(

i

k

∂

∂x

)

Sj







+O(r
1
2 )

= 2





∂ūp−1

∂x
+ (−ik)p−1

∑

j odd

Kj(θ
in)Tp−1

(

cos θin
) ∂Sj

∂x



 + k2ūp−2 +O(r
1
2 ). (2.32)

The only singular term from ∂Sj/∂x occurs when j = 1, and hence near the tip

ūp = (−ik)p−1K1(θ
in)Tp−1

(

cos θin
)

û1 + 2
∂ūp−1

∂x
+ k2ūp−2 +O(r

1
2 ). (2.33)
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The uniqueness argument then shows that, everywhere

ūp ≡ (−ik)p−1K1(θ
in)Tp−1

(

cos θin
)

û1 + 2
∂ūp−1

∂x
+ k2ūp−2. (2.34)

This expresses ūp in terms of û1, ūp−1 and ūp−2. The directivity of û1 is D̂1(θ). The
directivities of ūp−1 and ūp−2 can be written in terms of the directivities for usc, Dp−1(θ, θ

in)
and Dp−2(θ, θ

in) respectively, by applying the embedding method with the corresponding
operator order. The induction hypothesis, equation (2.29), that the same directivity
D1(θ, θ

in) is obtained when applying the embedding method for all integer orders less than
p thus allows the directivities of ūp−1 and ūp−2 to both be written in terms of D1(θ, θ

in).
As before, Hpu

in = 0, so ūp = Hpu
sc and the directivity for usc with the p’th order operator

is extracted from the far-field behaviour of equation (2.34), since
{

Tp (− cos θ) − Tp

(

cos θin
)}

Dp(θ, θ
in)

= i
K1(θ

in)

k
Tp−1

(

cos θin
)

D̂1(θ) − 2 cos θ
{

Tp−1 (− cos θ) − Tp−1

(

cos θin
)}

Dp−1(θ, θ
in)

−
{

Tp−2 (− cos θ) − Tp−2

(

cos θin
)}

Dp−2(θ, θ
in)

= i
K1(θ

in)

k
Tp−1

(

cos θin
)

D̂1(θ) − 2 cos θ
{

Tp−1 (− cos θ) − Tp−1

(

cos θin
)}

D1(θ, θ
in)

−
{

Tp−2 (− cos θ) − Tp−2

(

cos θin
)}

D1(θ, θ
in)

= −
[

2(cos θ + cos θin)Tp−1

(

cos θin
)

+ 2 cos θ
{

Tp−1 (− cos θ) − Tp−1

(

cos θin
)}

+
{

Tp−2 (− cos θ) − Tp−2

(

cos θin
)}]

D1(θ, θ
in)

= −
[{

2 cos θinTp−1

(

cos θin
)

− Tp−2

(

cos θin
)}

−
{

−2 cos θTp−1 (− cos θ) − Tp−2 (− cos θ)
}]

D1(θ, θ
in)

=
{

Tp (− cos θ) − Tp

(

cos θin
)}

D1(θ, θ
in), (2.35)

following another application of the recurrence relation (2.31) for Tchebychev polynomials.
Thus, as required it has been shown that

Dp(θ, θ
in) = D1(θ, θ

in), (2.36)

and the final step of the induction process has been achieved showing that this is indeed
true for all integer orders of the differential operator. From this one concludes that there
is a large family of embedding formulae and the one deduced in [I] is far from unique -
although the ultimate directivity, of course, is.

3. Embedding formulae for cracks beneath inclined boundaries

We now leave the illustrative Sommerfeld problem for which the directivity is well-known
and for which the edge Green’s functions are explicit, and address a situation where neither
are known in closed form.

The embedding formulae in (2.27) have an additional and highly important property, they
involve the differential operator Hp of (2.23). This operator has additional properties that
mean that the embedding formula (2.27) is actually much more general than just holding
for a single semi-infinite crack in an infinite body.
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x

y

a
θin

θI

 n

Fig. 2 The geometry of the inclined boundary and the integration contour for Green’s theorem
with the semi-infinite crack and inclined boundary.

3.1 A semi-infinite crack

We consider the Helmholtz equation (2.1) to now be satisfied in the region to the right of a
boundary inclined at angle θI to the x-axis, and the crack occupies y = 0, x > a, as shown
in figure 2. The Neumann boundary condition ∂u/∂n = 0 holds on both planar surfaces,
and the system is excited by a plane wave incident at angle θin. It is convenient to include
the plane wave reflected at the inclined boundary as part of the disturbance incident on the
crack:

uin = exp
[

−ik(x cos θin + y sin θin)
]

+exp
[

ik(x cos(θin − 2θI + π) − y sin(θin − 2θI + π))
]

.
(3.1)

If the inclination of the boundary is restricted to be a ‘rational’ angle,

θI = qπ/p (3.2)

for integer values of q and p, then the analysis of section 2 can be extended to this case.
We define the edge Green’s function, ûj, to be a solution of the Helmholtz equation that
satisfies the boundary conditions (Neumann on the semi-infinite crack and inclined surface)

exactly. The edge Green’s function has the edge asymptotics that ûj ∼ r
−j

2 as r → 0 and
it is convenient to keep the same form of solution as in the previous section

ûj = AjHj/2(kr) cos

(

jθ

2

)

+O(r
1
2 ), Aj =

iπ

Γ(j/2)

(

k

2

)j/2

, j = 1, 3, 5, . . . (3.3)

near the origin. Notably, however, although the local behaviour near the origin has the
same form as in the previous section we have no recourse to the exact solution when the
inclined boundary is present. In the far field

ûj ∼ D̂j(θ)
exp[i(kr − π

4 )]

(2πkr)
1
2

.
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Fig. 3 Geometry of the inclined boundary and finite parallel cracks.

The main difference with the Sommerfeld example is that the directivity D̂j is no longer
given exactly as in equation (2.11), but now must be obtained as the solution of an integral
equation, i.e. numerically.

To derive the embedding formulae Green’s theorem is applied to the modified contour
shown in figure 2, and again this results in equation (2.15), where L now comprises all
the straight parts of the contour. However, since ∂uin/∂n = 0 on the inclined boundary,
by construction, and it is also required that ∂ûj/∂n = 0 there too, L may be regarded as
comprising only the straight portions of the contour parallel to the semi-infinite crack, and
thus is the same contour as when the inclined boundary is absent.

The embedding formula for this problem is then obtained using the differential operator
Hp defined by equation (2.23) with p given by equation (3.2). This operator has the required
properties that Hpu

in = 0 for this problem and Hpu is a solution of the Helmholtz equation
which satisfies the Neumann boundary condition on both the crack surface and the inclined
boundary. Then, the analysis detailed in equations (2.24,2.26) applies in this case, and
hence the embedding formula is again given by equation (2.27), with suitable functions D̂j

and the directivity for any combination of incident or observation angles can be calculated
as a combination of the p functions D̂j(θ), j = 1, 3, . . . , (2p− 1).

3.2 Finite and multiple planar cracks

The previous result is now generalised to the case of N parallel finite length cracks, al− <
x < al+, y = yl, l = 1, 2, . . .N , together with the inclined boundary, as shown in figure 3,
on all of which the Neumann boundary conditions are satisfied. The embedding method
described above is generalised by defining p edge Green’s functions at each end of each of
the N cracks. Thus, for the functions associated with the l’th crack,

ûj(x; al±) = AjHj/2(kρal±
) cos

(

jθal±

2

)

+O(ρ
1
2
al±

), as ρal±
→ 0
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j = 1, 3, . . . , (2p− 1), l = 1, 2, 3, . . . , N (3.4)

where ρal±
, θal±

are local polar coordinates relative to the ends al± of the l’th crack (with the
angular axis locally orientated so that 0 < θal±

< 2π measured in the anticlockwise sense).
Also the functions ûj(x; al±) are required to satisfy the Neumann boundary condition on
the inclined boundary and on all the finite cracks. The directivity of these edge Green’s
functions are denoted by D̂j(θ; al±).

Similarly, the asymptotic behaviour of the total field near the crack edge (2.4) is
generalised to

u ∼
∑

j odd

Kj(θ
in; al±)BjJj/2(kρal±

) cos

(

jθal±

2

)

, as ρal±
→ 0, l = 1, 2, 3, . . . , N.

(3.5)

Green’s theorem is then applied to usc with each of the edge Green’s functions in turn.
Then

πjKj(θ
in; al±) =

∫

L

(

ûj(x; al±)
∂

∂n
usc − usc ∂

∂n
ûj(x; al±)

)

ds = −2iD̂j(θ
in; al±). (3.6)

where L is now the total of all the planar crack surfaces.
As in the previous section the differential operator Hp is then applied to the physical

solution u, and generates an edge Green’s function, with p different orders of singularity at
each end of each of the cracks. Near any particular left hand end crack tip x = al−, ūp has
asymptotic behaviour given by (2.24) with the appropriate generalisation of the notation.
Near any particular right hand end crack tip x = al+, each differentiation with respect to
x introduces a sign change and hence near to al+ the asymptotic behaviour of ūp is

ūp ∼
(−k)p

2

2p−1
∑

j = 1
j odd

Kj(θ
in; al+)Bj û2p−j(x; al+)

Bj−2p
+O(ρ

1
2
al+).

(3.7)

Hence, invoking uniqueness again

ūp ≡
kp

2

2p−1
∑

j = 1
j odd

Bj

[

Kj(θ
in; al−)û2p−j(θ; al−) + (−1)pKj(θ

in; al+)û2p−j(θ; al+)
]

Bj−2p

(3.8)

from which the directivity is extracted as

Dp(θ, θ
in) =

−i

(Tp(− cos θ) − Tp(cos θin))

(

i

k

)p N
∑

l=1

2p−1
∑

j = 1
j odd

[

D̂j(θ
in; al−)D̂M−j(θ; al−)+(−1)pD̂j(θ

in; al+)D̂M−j(θ; al+)
]

(j−2)(j−4) . . . (j−M+2),

(3.9)
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with M = 2p. In the particular case that θI = 0, this problem reduces to that of parallel
finite cracks below a parallel boundary and the formula above reduces to that given in [I].

4. Linear superposition

An interesting re-modelling of the embedding formulae of papers I & II is given in (17)
in which it is noted that overly singular eigenfunctions (edge Green’s functions) are not
very convenient in many numerical schemes, although they are analytically and physically
more appealing. Non-singular standard solutions, for an incoming plane wave (or finite
number of waves) are used in (17), together with the operators Hp to recast the embedding
formulae of paper II into this numerically more convenient form. As this approach uses
multiple plane wave scattering problems the notation now includes additional subscripts to
denote the incident angle of the plane wave. For illustration we first revisit the Sommerfeld
problem of section 2 and apply both first order and higher order operators to generate
embedding formulae, and then show how these are related to those for more general cracks
(semi-infinite plus boundary and multiple finite cracks).

4.1 First order operator embedding formula

In order to obtain the embedding formula using superposition of plane wave solutions the
notation is changed slightly. The differential operator [I] associated with incident angle θin

is denoted here as

H1,θin =
∂

∂x
+ ik cos θin, (4.1)

and the scattered field associated with this incident angle is denoted here usc
in(r, θ, θin). Near

to the crack tip, the asymptotic behaviour of the total field is

uin(r, θ, θin) ∼ K1(θ
in)r

1
2 cos

(

θ

2

)

+O(r
3
2 ). (4.2)

As with the edge Green’s function method

H1,θinuin(r, θ, θin) ∼
K1(θ

in)

2r
1
2

cos

(

θ

2

)

+O(r
1
2 ), (4.3)

and since H1,θinuin
in = 0, near the tip it is also true that

H1,θinusc
in ∼

K1(θ
in)

2r
1
2

cos

(

θ

2

)

+O(r
1
2 ), (4.4)

which exhibits a singularity there. Similarly, for a wave incident at a different angle, θ1, say

H1,θ1u
sc
1 ∼

K1(θ1)

2r
1
2

cos

(

θ

2

)

+O(r
1
2 ), (4.5)

which also exhibits a singularity of the same order as r → 0. Hence these expressions are
combined in such a way as to eliminate the singularity there:

H1,θ1u
sc
1 −

K1(θ1)

K1(θin)
H1,θinusc

in = O(r
1
2 ). (4.6)
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From the properties of the operators H1,θj
it is clear that the left hand side of this equation

is a solution of the Helmholtz equation which satisfies the radiation condition and the
Meixner condition at the tip. As each term on the left hand side individually satisfies the
Neumann boundary condition on the crack it is clear that their combination also satisfies
the boundary condition there. Thus, uniqueness applies and the left hand side must be
identically zero, hence everywhere

H1,θ1u
sc
1 ≡

K1(θ1)

K1(θin)
H1,θinusc

in. (4.7)

In particular this must be true in the far-field, where the asymptotic expansions for usc
in and

usc
1 apply; thus

ik(cos θ + cos θ1)D(θ, θ1) =
K1(θ1)

K1(θin)
ik(cos θ + cos θin)D(θ, θin). (4.8)

This must be true for all values of θ, and setting θ = θ1, we obtain

2 cos θ1D(θ1, θ1) =
K1(θ1)

K1(θin)
(cos θ1 + cos θin)D(θ1, θ

in). (4.9)

The principle of reciprocity ensures that D(θ1, θ
in) = D(θin, θ1) and hence K1(θ1)/K1(θ

in)
can be expressed in terms of the directivity of the scattered field with incident angle θ1 as

K1(θ1)

K1(θin)
=

2 cos θ1D(θ1, θ1)

(cos θ1 + cos θin)D(θin, θ1)
. (4.10)

Substituting this into equation (4.8) allows the directivity for any incident angle θin for
which cos θin + cos θ1 6= 0 to be expressed in terms of the directivity for incident angle θ1
via the embedding formula

D(θ, θin) =
(cos θ + cos θ1)(cos θ1 + cos θin)

2 cos θ1(cos θ + cos θin)

D(θ, θ1)D(θin, θ1)

D(θ1, θ1)
. (4.11)

In the special case for which cos θin + cos θ1 = 0 the factor (cos θ1 + cos θin)D(θin, θ1)

should be replaced in equation (4.11) by the (finite) limiting value of (cos θ1 +cos θ̂)D(θ̂, θ1)

as cos θ̂ → − cos θ1. Equation (4.11) appears to be a different embedding formula to that
obtained using edge Green’s functions, equation (2.22), which structurally it certainly is,
but the resulting directivity is the same as that found earlier. It is analytically a bit more
cumbersome and arguably a little less elegant, but overly singular states have never been
introduced. This formula simply states that given the directivity for the standard problem
of an incoming plane wave for a single incident angle θ1, those for all other incident angles
can be deduced.

4.2 Higher order operator embedding formulae

The higher order differential operators based on the Tchebychev polynomial,

Hp,θin = (−ik)p

{

Tp

(

i

k

∂

∂x

)

− Tp

(

cos θin
)

}

, (4.12)
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can also be used with linear superposition as indeed is done in (17) for the wedge-like
geometries of paper II. As noted previously, this operator maintains homogeneous boundary
conditions, not only on the x-axis, but also on faces inclined at angles qπ/p to the x-axis
for integer values of p and q. As with the edge Green’s function method, near the crack tip

Hp,θinuin(r, θ, θin) ∼ (−ik)pTp

(

i

k

∂

∂x

)

∑

j odd

Kj(θ
in)Sj +O(r

1
2 )

∼
kp

2

2p−1
∑

j = 1
j odd

Kj(θ
in)Bjf j−2p

2
(r, θ) +O(r

1
2 ), (4.13)

in which only the overly singular terms have been explicitly retained, and where, f j

2
=

J j

2
(kr) cos(jθ/2). Again noting that Hp,θinuin

in = 0 we deduce that

Hp,θinusc
in ∼

kp

2

2p−1
∑

j = 1
j odd

Kj(θ
in)Bjf j−2p

2
(r, θ) +O(r

1
2 ). (4.14)

Each of the terms in this summation has singularities of orders O(r−
1
2 ), O(r−

3
2 ), . . . ,

O(r−
(2p−j)

2 ), and consequently Hp,θinusc
in also has singularities of orders O(r−

1
2 ), O(r−

3
2 ),

. . . , O(r−
(2p−1)

2 ). Similar expressions are also derived for the operators Hp,θl
defined for

angles θl, l = 1, 2, . . . , p:

Hp,θl
usc

l ∼
kp

2

2p−1
∑

j = 1
j odd

Kj(θl)Bjf j−2p

2
(r, θ) +O(r

1
2 ). (4.15)

These expressions are now combined in such a way as to eliminate all p orders of singularity,
or equivalently to eliminate the p functions f 1

2−l; thus

Hp,θinusc
in −

p
∑

l=1

XlHp,θl
usc

l ∼ O(r
1
2 ), (4.16)

for some values Xl, l = 1, 2, . . . , p, still to be determined. From the properties of the
operators Hp,θj

it is clear that the left hand side of equation (4.16) is a solution of the
Helmholtz equation which satisfies the radiation condition and the Meixner condition at
the tip. As each term on the left hand side individually satisfies the Neumann boundary
condition on the crack it is clear that their combination also satisfies the boundary condition
there. Thus, uniqueness applies and the left hand side must be identically zero, hence
everywhere

Hp,θinusc
in ≡

p
∑

l=1

XlHp,θl
usc

l . (4.17)
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In particular this must be true in the far-field, where the asymptotic expansions for usc
in and

usc
l , l = 1, 2, . . . , p, apply, resulting in

(Tp(− cos θ) − Tp(cos θin))Dp(θ, θ
in) =

p
∑

l=1

Xl(Tp(− cos θ) − Tp(cos θl))Dp(θ, θl). (4.18)

The values of Xl are found by setting θ = θl, l = 1, 2, . . . , p in turn, as the solution of the
matrix equation

M X
(p× p) (p× 1)

= F
(p× 1)

(4.19)

where

Mjl = (Tp(− cos θj) − Tp(cos θl))Dp(θj , θl), (4.20)

Fj = (Tp(− cos θj) − Tp(cos θin))Dp(θ
in, θj). (4.21)

Thus, the embedding formulae are written in matrix form as

Dp(θ, θ
in) = { N M−1

(1 × p) (p× p)
} F

(p× 1)
/(Tp(− cos θ) − Tp(cos θin)), (4.22)

where
N1l = (Tp(− cos θ) − Tp(cos θl))Dp(θ, θl). (4.23)

It can be shown using an induction argument that, as for the edge Green’s function method,
this ultimately gives the same directivity for all orders of the operator.

Exactly as in section 4 one directly extends this to a semi-infinite crack beneath an inclined
boundary by noting that the operator Hp maintains homogeneous boundary conditions, not
only on the x-axis, but also on the face inclined at angle qπ/p to the x-axis, as required
here. From the construction of uin

in,

uin
in = exp

[

−ik(x cos θin + y sin θin)
]

+exp
[

ik(x cos(θin − 2θI + π) − y sin(θin − 2θI + π))
]

,
(4.24)

the important property
Hp,θinuin

in = 0 (4.25)

is also maintained. The embedding formula (4.22) then follows using the far-field
directivities and setting θ in turn to θl, l = 1, 2, . . . , p, to eliminate the coefficients
Xl. Of course, in using (4.22) for the subsurface inclined crack one must now use reference
directivities found in the presence of the boundary.

4.3 Finite subsurface crack(s)

We now move on to consider N parallel finite length cracks, al− < x < al+, y = yl,
l = 1, 2, . . .N , together with the inclined boundary, as shown in figure 3, on all of which
the Neumann boundary conditions are satisfied. Due to the slope of the inclined boundary
the p’th order differential operators are again applied. However, 2Np reference plane-wave
scattering solutions are needed – these arise because there are p orders of singularity at each
end of each of theN cracks, which need to be eliminated. Each of these plane wave scattering
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solutions must satisfy the Neumann boundary conditions on all of the planar surfaces. The
plane wave which is reflected at the inclined boundary is again included as part of the
incident disturbance, so uin

in is (4.24), and near the crack tips the asymptotic behaviour of
the total field, uin is given by (3.5) and the notation ρal±

, θal±
etc are as in section 3.2.

Applying the differential operator near the crack tip, and noting that Hp,θinuin
in = 0, we

find that

Hp,θinusc
in(x; al±) ∼

(∓k)p

2

2p−1
∑

j = 1
j odd

Kj(θ
in; al±)Bjf j−2p

2
(ρal±

, θal±
) +O(ρ

1
2
al±

). (4.26)

Each of the terms in this summation has singularities of orders O(ρ
−

1
2

al±), O(ρ
−

3
2

al±), . . . ,

O(ρ
−

(2p−j)
2

al±
), and consequently Hp,θinusc

in(x; al±) also has singularities of orders O(ρ
−

1
2

al±
),

O(ρ
−

3
2

al±
), . . . , O(ρ

−
(2p−1)

2
al±

). Similar expressions are also derived for the operators Hp,θL

defined for angles θL, L = 1, 2, . . . , 2Np:

Hp,θL
usc

L (x; al±) ∼
(∓k)p

2

2p−1
∑

j = 1
j odd

Kj(θL; al±)Bjf j−2p

2
(ρal±

, θal±
) +O(ρ

1
2
al±

). (4.27)

These expressions are combined in such a way as to eliminate all p orders of singularity
at each of the 2N crack tip locations, or equivalently to eliminate the 2Np functions
f 1

2−L(ρal±
, θal±

). Thus, it is required that

Hp,θinusc
in(x; al±) −

2Np
∑

L=1

XLHp,θL
usc

L (x; al±) ∼ O(ρ
1
2
al±

)

as ρal±
→ 0, l = 1, 2, . . . , N, (4.28)

for some values XL, L = 1, 2, . . . , 2Np, still to be determined. From the properties of
the operators Hp,θj

it is clear that the left hand side of equation (4.28) is a solution of
the Helmholtz equation which satisfies the radiation condition and the Meixner condition
at each of the crack tips. As each term on the left hand side individually satisfies the
Neumann boundary condition on the crack it is clear that their combination also satisfies
the boundary condition there. Thus, uniqueness applies and the left hand side must be
identically zero, hence everywhere

Hp,θinusc
in ≡

p
∑

L=1

XLHp,θL
usc

L . (4.29)

In particular this must be true in the far-field, where the asymptotic expansions for usc
in and

usc
L , L = 1, 2, . . . , 2Np, apply and it is found that

(Tp(− cos θ) − Tp(cos θin))D(θ, θin) =

2Np
∑

L=1

XL(Tp(− cos θ) − Tp(cos θL))D(θ, θL). (4.30)
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The values of XL are found by setting θ = θL, L = 1, 2, . . . , 2Np in turn, as the solution
of the matrix equation

M X
(2Np× 2Np) (2Np× 1)

= F
(2Np× 1)

(4.31)

where

MjL = (Tp(− cos θj) − Tp(cos θL))D(θj , θL), (4.32)

Fj = (Tp(− cos θj) − Tp(cos θin))D(θin, θj). (4.33)

Thus, the embedding formula is written in matrix form as

D(θ, θin) = { N M−1

(1 × 2Np) (2Np× 2Np)
} F

(2Np× 1)
/(Tp(− cos θ)− Tp(cos θin)), (4.34)

where
N1L = (Tp(− cos θ) − Tp(cos θL))D(θ, θL). (4.35)

5. Numerical implementations

As noted earlier embedding formulae would simply be a mathematical curiosity if they
were not implementable. To illustrate their practicality we briefly describe their numerical
implementation here.

5.1 Edge Green’s function

In [I] we used integral equations to formulate and solve for scattering by a single finite
crack in an infinite domain using a Tchebychev expansion and the properties of generalised
functions; this was for the p = 1 operator. The extension to higher p has eluded us,
due to the generalised functions, and so we implement another approach: collocation. The
explicit computation of the edge Green’s function in the framework of the collocation scheme
requires us to overcome certain technical difficulties. Namely, the presence of functions that
are oversingular, i.e. with non-integrable singularities, leads to divergent integrals. Here we
demonstrate how to evaluate integral equations containing edge Green’s functions.

For clarity we consider the simplest case, namely the Dirichlet problem, and consider the
scatterers to be composed from several segments. The Dirichlet problem is chosen since this
integral equation itself has an integrable kernel, so it does not require any regularization.
The Neumann problem contains some additional difficulties. We denote the scatterers by L.
It is well known that for such a problem, with plane wave incidence, the integral equation

∫

L

ψ(r′)G(|r − r′|)dr′ = −uin(r), r ∈ L, (5.1)

emerges, where G(r) = − i
4H

(1)
0 (kr) is the free space Green’s function, and ψ(r) is the

unknown potential density (it is equal to the difference of the normal derivatives of the
field taken on different faces of the scatterer). The directivity of the scattered field can be
calculated via the formula

D(θ, θin) = −i

∫

L

ψ(r)p(θ, r)dr, (5.2)
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Fig. 4 The geometrical notation for the numerical calculation of the edge Green’s function

where p(θ, r) = exp{−ik(x cos θ + y sin θ)}, and (x, y) are the coordinates of r. If we now
have an edge Green’s function, with index j, then again an integral equation can be formally
written down. For simplicity we let the edge, at which the singularity of the edge Green’s
function is located, coincide with the origin of the coordinate system, and the segment of
the scatterer on which it is located lie on the positive x-axis (see Fig 4). We represent the

unknown function ψ̂(r) in the form ψ̂ = ψ̂r + ψ̂s, where ψ̂r is the “regular” part of the
function growing no faster than r−1/2 at the vicinities of the edges, r being the local radial
coordinate to the edge, and ψ̂s is the “singular” part. The singular piece is set equal to
zero on all segments except the one to which the origin belongs and on this last segment
it coincides with the jump of the normal derivative of the half-line edge Green’s function;
thus

ψ̂s(x) = Ψ(x) =
jAj

2x
H

(1)
j/2(kx) for 0 < x < a. (5.3)

The integral equation for the edge Green’s function can be written in the following form:
∫

L

G(|r − r′|)ψ̂r(r
′)dr′ = −

∫

L

G(|r − r′|)ψ̂s(r
′)dr′, (5.4)

where the integrals containing ψ̂s are regularized by subtracting out the known form (5.3).
Noting that

∫ ∞

0

Ψ(r′)G(|r − r′|)dr′ = U(r) ≡ AjH
(1)
j/2(kr) sin(jφ/2) (5.5)

where the integration is held over the positive x axis then the function U is none other than
the half-line edge Green’s function. Everywhere on L the function U(r) is regular, since on
the positive x half-axis it is equal to zero. Now equation (5.4) can be rewritten as follows

∫

L

G(|r − r′|)ψ̂r(r
′)dr′ =

∫

L′

G(|r − r′|)Ψ(r′)dr′ − U(r). (5.6)

where L′ is the line y = 0, a < x < ∞. The integrals in (5.6) are now convergent and this

equation is solved numerically to find ψ̂r.



20 E. A. SKELTON, R. V. CRASTER & A. V. SHANIN

0 2 4 6
−8

−6

−4

−2

0

2

4

6

8

θ

Real D

0 2 4 6
−6

−5

−4

−3

−2

−1

0

1

2

3

4

θ

Imag D

Fig. 5 A numerical implementation of the collocation scheme: solid lines are from a direct
calculation and the crosses are the directivity found using edge Green’s functions.

After finding ψ̂r the directivity D̂ associated with the edge Green’s function is evaluated
by quadrature as

D̂(θ) = −i

∫

L

ψ̂r(r)p(θ, r)dr + i

∫

L′

Ψ(r)p(θ, r)dr + 2Aje
−ijπ/2 sin(jθ/2). (5.7)

The results from a numerical implementation of this scheme are shown in figure 5; the
specific example is that of two Dirichlet strips each of length 2a, one on x = 0, a < y < 3a
and the other y = 0, a < x < 3a. The problem can thus be solved using the p = 2 operator.
The other parameters used in the figure, ka = π and θin = π/4.12, are simply representative
of typical values.

5.2 Linear superposition

The advantage of linear superposition is that any existing numerical scheme can be utilised
and one just needs a finite number of directivities from it for specific θin to reconstruct
the whole directivity for all θ, θin. We use the Galerkin, scheme described in detail in (21)
which solves for plane wave incidence upon a Neumann crack beneath an inclined Neumann
interface. The full directivity (for all θ, θin) is shown in figure 6 for a crack of inclination π/4
and thus the p = 4 operator is required. One takes 8 directivity patterns, these are each for
a fixed θin and all θ, (i.e. all one requires are 8 vertical slices through figure 6 to construct
the whole figure) then formulae (4.34,4.35) are used; these are easy to implement, and thus
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Fig. 6 The directivity, |D(θ, θin)|, for a finite crack of length 2a, ka = 3, whose center is a
perpendicular distance d = 2a from a plane inclined with θl = π/4.

the full directivity emerges almost immediately. The computational cost is minimal, in
contrast calculating the same figure directly is more intensive as each directivity for the
hundred values of θin used to create that figure must then be individually calculated.

6. Coupled differential operators

6.1 Two perpendicular strips

To further demonstrate the utility of our formulae we consider scattering by two strips
located at right angles to each other (see figure 7). We could use the p = 2 operator as in
the main text and in the numerical example of section 5.1, but we will use this example to
illustrate a slightly different idea in which we introduce two physical problems that share
the same geometry, but that now differ in the boundary conditions on one strip. They
then each have their edge Green’s function counterparts. The embedding formula is then
generated by applying two differential operators of first order.

The Dirichlet boundary condition u = 0 is assumed to hold on the faces of the segments
(strips) 1–2 and 3–4, Meixner’s conditions are valid at the edges, and the radiation condition
for the scattered field holds at infinity. The total field is decomposed into an incident plane
wave and the scattered field where the incident field has the form (2.2), and the scattered
field as r → ∞ is

usc(r, θ) ∼ Du(θ, θin)
ei(kr−π/4)

(2πkr)1/2
. (6.1)

Now we keep the geometry and the incident wave the same, but alter the boundary
conditions on one strip; the solution to this new problem is w(x, y). We use u and w
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Fig. 7 Geometry of the problem.

for the fields in each case to keep the two problems notationally distinct. We keep the
conditions on the segment 1–2 as Dirichlet, but change those on the segment 3–4 to be
Neumann so that

∂w

∂x
= 0 (6.2)

on its surface. Again one can define a directivity for this new problem:

wsc(r, θ) ∼ Dw(θ, θin)
ei(kr−π/4)

(2πkr)1/2
.

One can write down the local edge asymptotics of the first (u) and the second (w) problems.
For the first one for all the edges n = 1 . . . 4 the asymptotics are

u(ρn, φn) = Ku
n(θin)ρ1/2

n sin(φn/2) + regular terms +O(ρ3/2). (6.3)

For the second problem at the edges n = 1, 2 the asymptotics are

w(ρn, φn) = Kw
n (θin)ρ1/2

n sin(φn/2) + regular terms +O(ρ3/2
n ). (6.4)

In (6.3) and (6.4) the regular terms denote an analytic function having asymptotics O(ρn)
in the vicinity of the vertex. At n = 3, 4 the form of wn changes to account for the Neumann
conditions

w(ρn, φn) = Kw
n (θin)ρ1/2

n cos(φn/2) + regular terms +O(ρ3/2
n ). (6.5)

Here the regular terms are of O(1). The local cylindrical coordinates (ρn, φn) are shown in
Fig. 8, and Ku

n ,K
w
n are coefficients that we will identify later.

6.2 Edge Green’s functions

We need edge Green’s functions for both problems: ûm, ŵm, m = 1 . . . 4 that obey the
Helmholtz equation, and the same boundary conditions as u and w respectively. They must
also obey the radiation condition at infinity.
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In this example we will not need edge Green’s functions that have highly oversingular
behaviour at the vicinities of the corresponding edges. The edge Green’s functions of first
order will suffice. These functions are uniquely specified by the over-Meixner terms in the
following local expansions

ûm(ρn, φn) = δmnρ
−1/2
n sin(φn/2) + Meixner terms , n = 1 . . . 4,

ŵm(ρn, φn) = δmnρ
−1/2
n sin(φn/2) + Meixner terms , n = 1, 2, (6.6)

ŵm(ρn, φn) = δmnρ
−1/2
n cos(φn/2) + Meixner terms . n = 3, 4.

By analogy with (6.1) we define the directivities for the edge Green’s functions as D̂u
m and

D̂w
m, and these directivities are connected with the coefficients Ku

m, Kw
m from (6.3), (6.4),

(6.5). This is analogous to the argument leading to (2.15) and one applies Green’s theorem
either to the pair of solutions u, ûm or to the pair w, ŵm obtaining the formulae

Ku
m = −

2i

π
D̂u

m(θin), Kw
m = −

2i

π
D̂w

m(θin) (6.7)

relating the near fields of the physical problem to the far-fields of the edge Green’s function
problems.

6.3 The embedding formula

First, we note the following useful properties of derivatives of the physical problems.
The function ∂u(x, y)/∂x is also a solution of Helmholtz’s equation. This function obeys
Dirichlet conditions on the faces of the segment 1–2, and Neumann conditions on the faces
of the segment 3–4. The last fact becomes clear after noting that

∂2u

∂x2
= −

(

∂2

∂y2
+ k2

)

u ≡ 0

on the faces of the segment 3–4. Similarly, the function ∂w/∂x obeys the Helmholtz equation
and boundary conditions of the Dirichlet type on the faces of the segments 1–2 and 3–4.
Let us now consider the combinations

v1 =
∂u

∂x
+ ik cos θin w, v2 =

∂w

∂x
+ ik cos θin u.
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i.e. coupled differential operators. The combinations v1 and v2 satisfy the boundary
conditions for the second (w) and first (u) problems, respectively. Both combinations also
obey the radiation condition since the incident wave is nullified in both cases. Next consider
the edge asymptotics of v1 and v2. Direct calculations show that to leading order

v1(ρ1, φ1) =
Ku

1

2
ρ
−1/2
1 sin(φ1/2), v1(ρ2, φ2) = −

Ku
2

2
ρ
−1/2
2 sin(φ2/2)

v1(ρ3, φ3) =
Ku

3

2
ρ
−1/2
3 cos(φ3/2), v1(ρ4, φ4) =

Ku
4

2
ρ
−1/2
4 cos(φ4/2)

v2(ρ1, φ1) =
Kw

1

2
ρ
−1/2
1 sin(φ1/2), v2(ρ2, φ2) = −

Kw
2

2
ρ
−1/2
2 sin(φ2/2)

v2(ρ3, φ3) = −
Kw

3

2
ρ
−1/2
3 cos(φ3/2), v2(ρ4, φ4) = −

Kw
4

2
ρ
−1/2
4 cos(φ4/2).

After applying uniqueness, the combinations

v̄1 = v1−
1

2
(Ku

1 ŵ1−K
u
2 ŵ2 +Ku

3 ŵ3 +Ku
4 ŵ4), v̄2 = v2−

1

2
(Kw

1 û1−K
w
2 û2−K

w
3 û3−K

w
4 û4)

are seen to be

v̄1 ≡ 0, v̄2 ≡ 0. (6.8)

Finally, comparing the directivities of the terms of (6.8) and using (6.7), we derive two
relations

−πk(cos θDu(θ, θin) + cos θin Dw(θ, θin)) =

D̂u
1 (θin)D̂w

1 (θ) − D̂u
2 (θin)D̂w

2 (θ) + D̂u
3 (θin)D̂w

3 (θ) + D̂u
4 (θin)Ŵw

4 (θ), (6.9)

−πk(cos θin Du(θ, θin) + cos θ Dw(θ, θin)) =

D̂u
1 (θin)D̂w

1 (θ) − D̂u
2 (θin)D̂w

2 (θ) − D̂u
3 (θin)D̂w

3 (θ) − D̂u
4 (θin)D̂w

4 (θ). (6.10)

These are then solved to obtain an embedding formula for Du(θ, θin):

Du(θ, θin) =

∑4
n=1(αn cos θ D̂u

n(θin)D̂w
n (θ) + βn cos θin D̂u

n(θ)D̂w
n (θin))

πk(cos2 θ − cos2 θin)
(6.11)

α1 = α3 = α4 = −1, α2 = 1,

β1 = 1, β2 = β3 = β4 = −1.

An embedding formula for Dw(θ, θin) can be deduced in a similar fashion. Thus the
directivity for one problem is found in terms of the edge Green’s functions of both. The
point of this example is that the edge Green’s functions, once found for some geometry, can
then be stored and used to provide, in part, directivities even when the boundary conditions
change and this can provide a useful cross-verification.
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7. Concluding remarks

The present article extends embedding theory in a couple of distinct directions. First, it is
now clear that cracks inclined to each other, or to a boundary, can be incorporated within
the ideological scheme. Second, the application of coupled operators is worth knowing, and
applying, to further extend the utility of any edge Green’s functions that have been found.
This is akin to Babinet’s principle which allows one to manipulate and re-use solutions of one
diffraction problem for another. In both of these directions many implementations can be
made, and existing software utilised, to reduce computational times. Embedding formulae
are also interesting as it is intriguing that such non-trivial connections exist between different
scattering problems.
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